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This comment refers to Section E. Data collection and research, paragraph 31 of the draft general comment.

The recommendation is to strengthen section E. Data collection and research, to better reflect the continual advances in technology by emphasizing the need for regular and ongoing evaluation to identify emerging effects, consequences and opportunities. Two different examples are provided which indicate the diversity and complexity of concerns. The first is in relation to children's participation in the digital environment. The second is in relation to how children are affected by the digital environment.

The digital environment is new territory and the longer term effects are yet to be fully understood. For example, a 2018 report of consultations with children aged 8-12 years by the Children's Commissioner for England appears to show the emergence of potential mental health consequences of using social media, and the different effects on girls and boys.
 Separate secondary research identifies correlation patterns between usage of social media and mental health symptoms and self-harm rates for female adolescents.
 The longer term potentially harmful effects of the digital environment on children are only starting to be identified through correlation data. 

All technology applications that incorporate data about children, or that aim to address harms for children should be evaluated to identify any direct or indirect harm that such applications themselves may cause. For example, predicting risks for children has been attempted and studied in the context of children's welfare services using administrative data.
 The number and breadth of predictive risk approaches seems highly likely to increase in line with the proliferation of the digital welfare state.
 Analysis has argued that predictive risk modelling is affected by biased assumptions and can create stigmatisation and further harm to vulnerable children and their families.
 Further, such approaches can take a narrow position of problematization by focussing on the conditions that create harm, without also inquiring into the conditions that create children's safety and achieve children's well-being. 

Therefore Section E. Data collection and research should be strengthened in the General Comment to refer to the regular and ongoing need for continually evaluating children's participation in and the impacts of the digital environment to identify potential and actual risks as well as longer term effects.
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