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This submission relates to the concept note for a General Comment on children’s rights in relation to the digital environment. It is based on past clinical work as a practising Psychiatrist in the United Kingdom, specialist expertise in delivering Digital Health and Well-being Services within our National Health Service, and activities associated with the work of UKCIS (United Kingdom Council for Internet Safety) as Co-Chair of the Digital Resilience Working Group.
This submission supports the continuing and overarching general principles of the UNCRC which remain important in the digital environment and include: non-discrimination; the best interests of the child; the right to life, survival and development; and the child’s right to be heard in matters which affect them.
I also support the purpose, scope and structure of the General Comment as outlined in the concept note and will now address the key groups of rights to be realised in a digital world.

 Access to information and freedom of expression and thought

Whilst the filtering of online content at both a State and Local level could limit or distort access to accurate information, especially regarding political information, there are other matters to consider. 
Firstly, young people are distressed by ‘fake’ content, which in itself can be used for bullying. How information is presented can make a huge difference. The Centre for Humane Technology (https://humanetech.com/designguide/) has suggested ‘We are inhibited when information is fear-based, out of context, confusing, or manipulative.’ Whilst digital literacy can help identify ‘fake’ content, the growing sophistication by which it can be generated poses a challenge to the platform owners. More sophisticated processes, for identifying false information, are needed to protect young people from its impact. 
Secondly, there are multiple processes online that can subtly or overtly influence the freedom of expression and thoughts, from the suppression of views and nuance, and the enabling of hate speech or viral outrage, to explicit shaming or bullying on social media. All can inhibit a young person. Whilst digital resilience may aid them a little, this is challenging even for adults in positions of authority; young people may need some protection via a platform’s terms of use and expectations of civility.

The various mechanisms of persuasive design may also have an impact on a young person’s sense of agency and ability to express themselves with intent. Technology that is designed to help a young person gain agency and consider, learn, and express themselves should be encouraged and supported.
Ensuring that parents and young people are aware of trusted, good quality information and creative content, would lessen the burden of having to find and establish the quality of it themselves.

Right to education and digital literacy
It is clear that both media literacy and digital literacy require a much greater prioritisation in any future education curriculum. Learning and understanding are now being shaped by the socialisation of information, and clues as to the origin and context of it, not easily apprehended. The ability to critically think about content and behaviours online can afford young people some protection from the noxious panic induced by some propaganda (e.g. the Momo challenge).

Digital literacy also fosters greater resilience, exploration and subsequent skills building and confidence. If media and digital literacies are not prioritised, an emphasis on harm and safety could lead to an avoidance of online opportunities and consequently a lack of development. Guidance for young people on future careers in the digital economy can also build hope and confidence and promote healthier development.
One area that needs further consideration is how access to education may be curtailed by activity and success online, even for very young children. For example, YouTubers can now be hugely successful at ages below 10 years of age (e.g. Ryan ToysReview). Similarly, e-Gamers are at risk of not accessing education but also ‘burnout’, due to the need to undertake large amounts of gameplay (‘Grind’) to stay competitive. Young YouTubers may also bear the emotional burden of having many thousands of followers who expect interaction. There is a need for education authorities and regulators to be aware of these new areas of industry for young people, which are growing. As with other areas where children work, there is a need for regulation and monitoring to ensure that the young people are accessing education, and having sufficient breaks for rest, and to meet their physical needs (meals, drinks, exercise).

Freedom of assembly
The digital world allows young people to associate and assemble, without the restrictions of geography, time zone, or even time limits. The places where they assemble may not immediately be obvious (e.g. a new Streaming App, video games, video creation apps) but wherever they assemble there is a risk of harms and exploitation. The more popular a space to assemble, the more likely it is that risks will emerge, whether commercial or other forms of exploitation, radicalisation or corrosive peer-to-peer interactions.
Whilst young people should and will assemble in the places that most align with their values, there is a need for ethical design, safeguarding from predatory adults and moderation of peer-to-peer interactions to protect young people, as much as possible, from some of the risks. When it comes to the behaviours of young people, a behavioural science approach could help them remain engaged in positive ways, especially if their perception of ordinary behaviour has been skewed by inappropriate adult or peer behaviours, whether aggressive or sexualised.
Right to culture, leisure and play
The wording of Article 31 of the UNCRC usefully recognises the right of the child to ‘rest and leisure’. The omission of ‘rest’ in the current structure of the concept note is unhelpful. Whether a product of the persuasive design that underpins the broader business model of the digital world, or the unintended consequence of greater than anticipated success on social media or in-game, the ability to rest and support the body’s circadian rhythm (body clock) can be under threat. Further, reduced physical activity and a poor diet can add to the physical costs of poor sleep, and can have a lifelong impact on health and well-being.
Of course, rest does not need to be inactivity, and ensuring a broad range of recreational activities are accessible, including some creative activities, will enhance well-being, whatever digital activities are pursued. The choice of cultural or recreational activity will necessarily be personal to the child, in keeping with the principles of behavioural activation.
Protection of privacy, identity and data processing
Whilst children warrant special protection under the principles of GDPR, we must acknowledge the growing presence of algorithms, artificial intelligence and machine learning in all aspects of public life. A child born today will have vast amounts of data captured about themselves, whether passively offline, or through their own online activities. There is evidence of how bias and historical prejudices can be embedded in algorithms which are then applied to datasets, and reinforce historical inequalities within public services (see Virginia Eubanks https://virginia-eubanks.com/books/ ). 
Although a child should have sufficient privacy (and thus their identity protected) to explore the online world, without the principles of age-appropriate design in place, and especially minimal data collection and sharing of that data, they may be at a greater risk in the future than from other harms. We cannot know how data will be used or interpreted, nor how any future algorithm can be interrogated for bias.  
Protection from violence, sexual exploitation and other harm
Much is known as to how children can be at risk of exploitation, whether through recruitment into criminal gangs or sexually and commercially exploited. The barriers to doing more to protect children seem to relate more to a lack of investment than lack of knowledge, and investment by both governments and industry may make a significant difference e.g. increasing the number of and support for moderators of social media platforms.

There remains a need to help young people, parents and the children’s workforce recognise risks, and how to report them; this aspect of digital literacy remains a high priority. Health services also need to respond by developing interventions to better reflect an understanding of the processes of online exploitation and other harms.
Family environment, parenting and alternative care
There is a need for parents to be supported in their understanding of their children’s digital lives, almost before a child is born. This aspect of education could usefully be integrated into ante-natal care.

Beyond that, it would be helpful to parents if devices and the applications that run on them were set to safety and privacy as a default, with inappropriate content filtered without having to set-up filters manually. 
Most parents can adjust settings on electrical appliances within their home without much difficulty. Yet to create the settings that might support healthy habits in use of technology in the home e.g. by setting time limits for the home Wifi, takes considerable determination. Ideally, devices, including routers, should be as easy to use as a washing machine, and this would support parents overall in their role of managing access to the online world.
One further aspect for consideration is a need to develop a highly accessible tool, that could support parental decisions about media use within the home. The American Academy of Pediatrics Family Media Plan (https://www.healthychildren.org/English/media/Pages/default.aspx) has proved itself to be useful clinically, for establishing patterns of healthier use of devices.  However, there is scope for improvement, such as a better design and optimisation for smartphone use.

Finally, adopted children and those in alternative care, require special consideration in their use of technology. Adverse early care and neglect can lead to attachment disorders, disinhibition, and impairments of judgement. The latter can lead to the vulnerability of forming inappropriate relationships with adults or peers, who then repeat patterns of poor care or abuse. This group thus have a greater vulnerability to grooming and exploitation, via smartphones. However, to restrict use of smartphones can also increase isolation and repeat earlier deprivations. If adoptive or foster carers are sufficiently digitally literate, it may be possible to find a way through these challenges, not least the risks associated with a young person seeking their family of origin online and vice versa. Similarly, professionals working with these young people and their families, need a high level of digital literacy to identify potential and present risks to the young person, whilst balancing those with the risks of isolation and of being cut off from the social, online world.
Health and wellbeing
The primary issue here is that use of digital technologies by young people is now so extensive that it warrants consideration by State Public Health bodies. Some harms to young people relate to diet (and increased body fat) and physical inactivity, subsequent to use digital technologies. Consequently, childhood obesity programmes might usefully address the healthy use of devices as part of that programme.

As standard, a high level of digital literacy in the children’s workforce (both care and health workers) would better facilitate conversations about risks and harms, and hopefully identify them early. Further, knowledge of how a risk may lead to harm, could facilitate better models of intervention to support those exposed to them. In my experience, if a practitioner is not able to ask a question about a young person’s digital life that is at least partly accurate (about devices/apps/social media), they shut down and will not be able to discuss any harms meaningfully. Without progress in the digital literacy of the children’s workforce, this is tantamount to silencing young people with regards to any online harms.
Mental health difficulties and disorders require further and special consideration. Use of digital technologies by those with developmental disorders (such as Autistic Spectrum Disorder and Attention Deficit Disorder) and those with emotional disorders (such as Anxiety Disorders or Depressive Disorders) is dynamic and interactive. The disorder will colour use, and what happens online influence the course of the disorder, both positively and negatively. Certain online risks (distressing content; exploitation) can also lead to certain disorders, such as Anxiety, Depressive and Post-Traumatic Stress Disorders. Further, some areas of difficulty, such as Eating Disorders, Non-Suicidal-Self-Injury and Suicide, have especially complex and subtle online dimensions. Concerns remain that both content and the conduct of others (promoting behaviours that will lead to further harms) require both greater investigation, but also better therapeutic interventions for those caught up in complex group and individual processes.
It is important that in considering a child’s right to access healthcare, digital technologies can afford them, at scale, better health information and even interventions that could enhance their health and well-being. Digital health and digital well-being services, or interventions, should be accessible to every young person.
How can children’s views and experiences be expressed and taken into account when formulating policies and practices which affect their access to, and use of, digital technologies?
In considering this, it is important to understand the obstacles to young people expressing their wishes and feelings, in relation to policies concerning use. If they are not anxious that discussion will lead to greater restrictions of, or even removal of devices, it is possible for them to discuss what their use might helpfully be. Trust is essential.  Further, such discussions need to be conducted by those with a good knowledge of the digital world, and who do not over emphasise harms. Options for anonymous reporting of views or concerns can also be helpful.
Given the perceived generational gap in the digital age, it often appears to be the case that a blend of group, small group (e.g. pairs of young people) and individual discussions affords young people different ways of feeling supported as their views are sought.
How can discrimination (originating offline or online) be effectively addressed, to ensure all children have their rights realised in a digital world?
If inequalities and discrimination offline and online can be acknowledged, it should be possible to undertake an inequalities impact assessment, to ascertain, for example, whether the use of an algorithm increases discrimination. The challenge is that many historical hierarchies and inequalities get built into new technologies and are then reinforced by the technologies. Assessing impact in areas of discrimination must be a priority.
How should the General Comment treat the role of parents and other caregivers?
The current programmes of education to help parents have not been sufficiently evaluated to give confidence that they are the best approach. Insights from public health programmes may assist progress in this area.
In my experience, parents often feel relieved and negotiate better when they feel they understand more clearly what their child is doing online; conflict is reduced, anxiety lessens, and there is better communication and warmer relationships. Young people (in most situations) still need their parents more than their smartphones, and thus parents should be supported.
How should the practices of businesses operating in the digital environment support the realisation of children's rights?
All businesses operate within a regulatory framework, often embedded in law. The challenge is how current regulations e.g. GDPR can be used to improve standards, such that businesses are supportive of the ‘best interests’ of the child. Certain organisations, such as the Centre for Humane Technology have produced a guide to assess the potential negative impact of technology. Wide distribution of such a guide could improve awareness and introduce a more ethical dimension of good practice. Businesses that have established good practice models should also be more visible, so that other businesses can learn from them on their work. The UKCIS Online Harms White Paper is an example of how good practice can be identified and promoted alongside concerns about harms. 
How can States better realise their obligations to children's rights in relation to the digital environment?
The promotion of digital and media literacy amongst the public sector workforce would allow for a better examination of children’s rights in the digital world. Whilst this is a work of considerable transformation, it is a goal to work towards.

Each State may also undertake an assessment of where they could make the most difference, whether educating parents and young people about risk, or working to establish a State regulatory framework for data protection. Wider consensus on such issues (as shown with GDPR) could have a greater impact on larger businesses.
Is the realisation of children’s rights in the digital environment necessary to realise children’s rights in other environments?

The offline and online worlds are in a constant state of dynamic interaction and what occurs in one world influences the other. At the simplest level, data gleaned from a social media profile could influence your success in obtaining a place at university, a job or even healthcare. Your offline activities may be filmed without your permission and have a huge impact online. Rights in the digital environment need the utmost consideration, for all environments.
