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UNODC targeted submission (focus: trafficking in persons) to the Report of the UN High Commissioner for Human Rights on technical standard-setting processes for new and emerging digital technologies, March 2023

The United Nations Office on Drugs and Crime (UNODC) welcomes the upcoming publication by the UN High Commissioner for Human Rights of a report on “the relationship between human rights and technical standard-setting processes for new and emerging digital technologies”.
As the guardian of the United Nations Convention against Transnational Organized Crime (UNTOC) and its Protocol against Trafficking in Persons, especially Women and Children (Trafficking in Persons Protocol), UNODC strives to advance the agenda on countering human trafficking, as well as to protect and assist trafficking victims, with full respect for their human rights. UNODC wishes to support the High Commissioner by identifying the following priority areas related to the linkages between new technologies and the combat against human trafficking, which could inform the report.
1. A grim reality: the misuse of new technologies to commit trafficking in persons
Information and communications technology (ICT) has become an indispensable element of our lives, particularly following the onset of the COVID-19 pandemic. However, as the use of technology expands and the world continues to digitally transform, human traffickers have kept pace and used the increased accessibility of technology to continue their criminal operations. 
Advancements in communication encryption, the increasing use of virtual assets, the increasing number of users, and the lack of adequate legislation have all provided further incentives to traffickers to adapt their modus operandi and invest in misusing technology.[footnoteRef:1] Such advancements have even led to some trafficking in persons activities moving almost completely online as there are reduced risks for perpetrators and can at times lead to a higher profitability of their market. They have developed sophisticated systems and used technology to continue committing criminal activities at every stage of the process (from identifying future victims and recruiting them to laundering the proceeds of the exploitation), across borders, and simultaneously in multiple locations. [1:  Global Report on Trafficking in Persons (2022), UNODC, p. 70 to 72.] 

Traffickers can find a large volume of personal information about potential victims on the Internet, particularly on social media platforms, which contain publicly accessible details related to victims’ friends, family, location, job, holidays and tastes, revealing vulnerabilities and habits. Dating websites and apps can additionally enable for the geo-localisation of victims. This easily accessible information may enable traffickers to profile their victims before entering in contact with them and develop grooming strategies. Furthermore, information and communications technology offers traffickers a mask of anonymity while interacting with potential victims on social networks and communication apps as they can hide under different names or identities. End-to-end encryption of communications between traffickers and victims enables anonymity and confidentiality as it ensures that no third parties can access the communications. Traffickers may control the phone records of victims by using spyware, location-tracking applications and GPS to know victims’ location, or cameras in smartphones and video calls to see victims and their surroundings, all of which gives traffickers the ability to control victims remotely without ever having to meet them face-to-face. Traffickers can also use technology to execute psychological methods of control such as by threatening to upload nude photographs or the recording of sexual acts on video to the Internet. Finally, a fundamental feature of sexual exploitation is the use of online platforms. Traffickers advertise the sexual services of victims to clients on numerous platforms, repeatedly exploit victims through live streaming on multiple websites, upload videos of victims to be viewed limitlessly, and to trade and sell material created through trafficking in persons to a global audience. Further, ICT is often used to archive, store, and conceal materials, including on darknets, as they provide perpetrators with a greater degree of anonymity and enable them to better hide illegal materials from investigators.[footnoteRef:2]  [2:  For more information, see Working Group on Trafficking in Persons, background paper on Successful strategies for addressing the use of technology to facilitate trafficking in persons and to prevent and investigate trafficking in persons, 2021. ] 

This overview seeks to demonstrate that traffickers have been fast at using new technologies for committing their crime. Moreover, as the UN Global Report on Trafficking in Persons (2022) states, advancement toward communication encryption, increasing use of virtual assets, increasing number of users and a lack of adequate legislation are likely to provide further incentives to traffickers to invest in misusing technology.[footnoteRef:3] [3:  Global Report on Trafficking in Persons (2022), UNODC, p. 70 to 72.] 

2. The use of technological solutions by law enforcement must be in line with human rights obligations
For these reasons, it has become essential for States and their criminal justice system to have the tools, digital expertise and frameworks be able to investigate and prosecute this crime effectively. However, in this rapidly evolving environment, States must be acutely aware of the dangers new technologies pose for the enjoyment of human rights. Similarly, the use of new technology tools by law enforcement officials to fight human trafficking and child sexual exploitation online entails many severe risks of human rights violations if not accompanied by the right guarantees and safeguards. While traditional criminal justice and law enforcement must be framed within a human right-based approach, and these principles apply equally to the online world, some specific tools and issues have emerged that are only related to new technologies.
Excessive power: the need for clear safeguards and oversight
When investigating allegations of human trafficking or proactively trying to dismantle criminal networks using technology-based tools, law enforcement officials should not be put in a position to use excessive power. In counter-trafficking investigations, officials must strictly abide to the principles of necessity, proportionality, accountability, and legality, and respect the protection of privacy, freedom of expression and personal data. In the absence of sufficient safeguards and oversight, there could be for example risks of unlawful and arbitrary surveillance of social media platforms and messaging applications under the pretext of fighting trafficking in persons and other crimes. 
In addition, the digital privacy of suspects and accused persons and the adequate existence of safeguards and standards for law enforcement authorities in the obtaining of smartphones or computer passwords and in the decryption of private sector messaging apps should be ensured and monitored.[footnoteRef:4] Law enforcement officials must thus follow a human rights-based approach to the fight against human trafficking online under clear and strong safeguards and oversight.  [4:  See Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, “Encryption and anonymity follow-up report”, June 2018.] 

Powerful tools to counter human trafficking? The risks linked to the misuse of new technologies
Technology-based solutions that address the global scope of trafficking in persons, such as data aggregation and data scanning tools that facilitate automatized information analysis represent an opportunity for State to better investigate the criminal activities of human traffickers. Forensic processes to advance investigations of cases of trafficking in persons for sexual exploitation have been greatly improved through innovative technological methods and databases. For example, PhotoDNA, a technological tool developed by Microsoft, is used to create unique digital fingerprints (hashes) of confirmed child sexual abuse images and then compares the hash against other photos to find copies of the same image. By using this technology, Internet Service Providers and social media companies can block known, verified, child abuse content. Further, databases such as the Counter-Trafficking Data Collaborative (CTDC) and Tellfinder work to aggregate data human trafficking to better enable the eradication of crimes of trafficking and exploitation.
However, their use must be in full compliance with international law and human rights obligations, including the right to privacy. For example, data aggregators and databanks can contain the personal details of millions of individuals. The misuse of these tools by law enforcement officials can lead to human rights abuses, such as violations of the right to liberty and security and freedom of expression. States should therefore ensure that data protection standards are respected and regularly assess the ethical and rights implications of using technological solutions such as large databanks to fight trafficking in persons.
The power of artificial intelligence, data analytics and machine learning is increasingly being explored to enhance responses to trafficking in persons. Such technology can help to make large scale predictions and conclusions without human intervention by combining and analysing intelligence from multiple sources through algorithms, such as those that enable facial recognition. Further, artificial intelligence is reported to be an efficient tool for preventing and tracing money laundering from illicit trafficking activities by interpreting the signals that indicate criminal activity and analysing vase amounts of data. 
However, in using this technology there have been multiple instances of racial or gender bias and the inaccurate identification of targets. Thus, this powerful technology must be framed by strict safeguards and oversight, with human inputs and supervision to remove erroneous identifications, but also because it may lead to abusive government surveillance, corporate manipulation, as well as violations of the principles of non-discrimination and privacy if misused. States must thus ensure that the application of artificial intelligence in investigating and prosecuting trafficking in persons is complemented by appropriate regulations to foster online safety, with due regard for the protection of victims’ rights.
Lack of digital expertise by investigative authorities
The rapid evolution of new technologies represents a great challenge for States and their law enforcement officials tend to face difficulties to keep up with digitalisation and have sufficient digital expertise. In the fight against human traffickers using online technologies, the challenge is not only to manage to uncover their actions and prosecute them, but also to safely handle information and electronic evidence during these investigations. 
This is concerning, for example, in the case where electronic evidence would be exchanged, handled, and stored inappropriately, leading to violations of the right to privacy and eventually undermine the right to a fair trial. This risk is even more acute in transnational anti-trafficking operations, where investigative authorities from different countries possess different levels of digital expertise, leading to the unsafe collection and handling of electronic evidence. In the course of criminal investigations, it is therefore essential that location tracking, data collection and surveillance technologies ensure consistency with human rights, fairness, accountability and transparency standards. Sensitive and personal data should also be securely stored and access to it restricted to authorized persons only. 
States should therefore strengthen expertise and capacity of all relevant actors in conducting efficient investigations and operations in the cyberspace, and seizing electronic evidence, including in the Darkweb, so that they act in full compliance with human rights and do not violate the right to privacy and the right to a fair trial, in particular.
The role of technology companies and social media platforms: need for regulations
Knowingly or not, online platforms and technology companies also play a role in the facilitation of human trafficking through their infrastructure and services. When their services are misused, and in the absence of (self-) regulations, several challenges emerge, such as limited or non-existent industry standards, slow responses to documented abuse, failure to report abuse, and/or active complicity in facilitating exploitation from certain segments of the industry, like pornography, sexual services, and short-term job seeking, the new UNODC Global Report on Trafficking in Persons (2022) reports.[footnoteRef:5]  [5:  Ibid., GLOTIP (2022), p. 72.] 

States, as part of their duty to protect, respect and fulfil human rights, and their obligation of due diligence, should design a more robust regulatory framework with social platforms and other technology companies, to facilitate for example the swift removal of materials produced by sexual exploitation and online child sexual abuse in order to prevent the revictimization of victims of trafficking and online exploitation. There is currently a clear need for regulatory efforts. 
The Inter-Agency Coordination Group against Trafficking in Persons (ICAT) recommends States to legally require online platforms under their national jurisdiction to put in place effective content moderation measures as a way to curb human trafficking activities.[footnoteRef:6] ICAT further recommends States to establish accountability and liability mechanisms for technology companies for harm caused by content on their platforms or exploitation occurring through their platforms, notably where they fail to implement moderation and other appropriate measures.[footnoteRef:7] [6:  Inter-Agency Coordination Group against Trafficking in Persons (ICAT), Joint Statement on the World Day against Trafficking in Persons, 30 July 2022: “Use and abuse of technology”, 2022.]  [7:  Ibid., p.2.] 

UNODC published in 2021 a Compendium of Promising Practices on Public-Private Partnerships (PPPs) to Prevent and Counter Trafficking in Persons which highlighted promising practices in inter alia the technology sector as they pertain to preventing and countering trafficking in persons in line with human rights obligations. 

3.  Conclusion
New technologies can be used as both an enabler and disabler of human trafficking. However, while technology-based tools can be useful entry points for addressing human trafficking, all those involved in this process must ensure that considerations around human rights, data privacy, ethics and informed consent are being addressed in the most comprehensive way. If these concerns are not addressed, the risks of technology having a negative impact rather than a positive one in combating human trafficking can increase. 
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